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Abstract

The ability to monitor or detect distributed physical stimuli as a means of alarming
someone of danger or studying the behavior of nature has been of significant interest to
the security community as well as the scientific community. The advances in measure-
ment devices have reduced cost to the point where it is now viable to develop large-scale
distributed sensing systems. Similar to the problems we face with the present Internet,
these potential large-scale sensing systems involve vast amounts of localized information.
However, the advances in processor technology allow for relatively low-cost, low-power,
compact distributed processing integrated within these sensor devices, commonly re-
ferred to as smart sensors. Intelligent or smart sensors capable of parsing and filtering
only the necessary or desired information, allow for efficient use of memory, precious
wireless bandwidth, and battery power needed for the transfer of sensor information.

This paper describes a simple off-the-shelf implementation of smart sensors, capable
of self-routing, and processing temperature information. Strong assumptions are made
as to the topology of the network. Specifically, we develop a distributed smart sensor
network where sensors, distributed throughout the network, are assumed to collect and
process information independent of the network state and then forward information
packets in a directed manner towards a Home base. Analysis is performed to obtain
average routing times and average battery life expectancy of the modules.
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1 Introduction

Consider a relatively remote site with no existing surveillance capabilities or security devices.
Sources have recently indicated that this site is a potential target for malicious terrorist activ-
ity possibly with an objective to exploit vulnerabilities of the target or simply destroy the target
(eg. a Local Area Network with low security but has recently become high profile). Inexpensive
smart sensors capable of monitoring, processing, self-routing and wireless transmission are immedi-
ately dispersed throughout the entire area with the objective of self configuring an ad-hoc network
for detecting unauthorized personnel from entering or corrupting the target site, as in Figure 1.
Although this may sound like something straight out of a spy novel, there is and will always be a

HOME

Figure 1: A distributed smart sensor network

need to gather information efficiently (low-cost) and safely (minimize the possibility of human harm
or casualties).

This investigation will entail the design, prototype development, and testing of compact, inex-
pensive, wireless, smart sensors capable of dynamic self-routing, Internet connectivity, and localized
signal processing. The concept of independent, localized signal processing of collected sensor data
in a distributed network topology is defined as a Distributed Smart Sensor Network (DSSN). Of
particular interest is the scalability issues associated with developing and integrating a large number
of these distributed smart sensors creating a very large scale network (VLSN).

The topic of VLSN’s has been addressed in [5, 4, 6] in terms of optimizing the capacity of these
wireless networks. In this paper, we present an ad-hoc routing protocol, discuss the importance
of using low-cost and modular hardware components in a design, and derive some performance
measures for our routing algorithm and life expectancy of a module.

2 Architecture and Model

Due to the simplicity of common temperature sensors, we will initially consider a model involving
the monitoring of temperature data. Typically, sensors of this sort will not be used for security
purposes. However, one could visualize the scenario of utilizing this type of sensors to detect heat
radiating off equipment or personnel from intruders entering a restricted area. In general, the
modularity of our design (Figure 2) allows for flexibility in varying the type of sensor in our study
and development. This implies that the exact type of sensor is not critical to the nature of the
study.
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Figure 2: A sensor design exploiting modularity

2.1 System Level Infrastructure

To study Distributed Smart Sensor Networks, we propose the design of small, inexpensive, wireless
units. Each unit is responsible for acquiring sensor data and then transmitting some form of the
collected data through a RF wireless ad-hoc network. To prevent inherent dependencies, each unit
in the network will be identical in design. After deployment into the network, each unit selects one
of two states, Module or Hub. The current topology of the network will determine which state a
unit is to select, while still allowing units to change state indefinitely on a periodic basis. The state
of a unit determines its primary task and capabilities. The main objective of each unit, regardless
of state, is to collect, process, and transmit data to a local Home or Gateway. A Home is defined
as a location where a user is allowed to interact with the sensor network. (i.e. a laptop or PC
terminal connecting to the DSSN.) A Gateway is simply an access node connecting the DSSN to
an accessible LAN or possibly the Internet. Due to the ad-hoc nature of the DSSN, some form of
transmission packet formatting and processing is required.

Through the use of modular off-the-shelf hardware and concise networking protocols and pro-
cessing algorithms, we study and develop a dynamic network structure for distributed acquisition
and processing of data measurements.

2.1.1 Hardware Module

All units are identical in regards to hardware components. Each unit as shown in Figure 3 is
equipped with an off-the-shelf microprocessor, RF transceiver, GPS receiver, and temperature sen-
sor. The concept of integrating intelligence into the sensor such as a processor, memory, and other
peripheral circuitry is not new [7], and in general, considerable research has focused on flexible
ASIC sensors [3]. However, as described above, each of our units is modular in design and consist
of off-the-shelf components, allowing for reduced development cost and time (off-the-shelf parts
are readily available), and ease of replacement (i.e. exchange type of sensor) or enhancement to
meet specific mission project goals (i.e. replace RF with low power spread spectrum components
to minimize the effect of RF jamming and detection).

The current configuration includes an Intel 80C51 8-bit microprocessor for controlling the unit.
For communication between units and Home, we use an RF transceiver operating at a base fre-
quency of 915Mhz, using an Amplitude Shift Keying (ASK) modulation scheme. A GPS receiver is
used primarily for location determination and an addressing scheme, as described below in Section



Figure 3: A typical module

2.1.2. Temperature sensing is performed with an 8-bit iButton™ sensor. In particular, this iBut-
ton technology!, developed by Dallas Semiconductor, consists of easily replaceable small canisters
(roughly the size of a button) with a variety of capabilities including stored memory, sensing, and
network connectivity.

2.1.2 Protocol and Algorithm

To reduce network congestion and allow for efficient throughput, a proficient communication pro-
tocol must be developed. When developing this protocol, we rely on certain “strong” assumptions:

1. All units are allowed the ability to route data.

2. All sensor data is localized.(i.e. all data collection is performed at each unit, allowing each
unit to require no knowledge of data collected by neighbor units.)

3. All data communication is one way (from unit to Home) while control communication is
bidirectional.

4. Little or no communication is performed Module-Module. In general, all communication is
either Module-Hub, Hub-Hub, or Hub-Home.

Utilizing the above assumptions, we present the WOT-ACK protocol:

On activation, a unit will utilize a GPS receiver to determine its relative position. Since the
network may dynamically change state, we utilize the relative position of the unit as the unit’s
address location (synonymous with an IP address). For a given stationary unit, GPS position drift
will be filtered out (i.e. positions within a certain radius define a unit’s fixed address location).
Utilizing the unit position information as an address location is essentially a form of geographical
routing similar to the proposed Greedy Perimeter State Routing algorithm by Morris and Karp [9]
and in the spirit of the work in [1].

Once position and address have been determined, a unit is ready to join the network and
establish a communication route to a Home or Gateway. This process begins by sending a Who'’s
Out There? (WOT) message, Figure 4(a). This message consist of the unit’s address and an
additional parameter, defined as the Current Cost Function Value(CCFV). The CCFV is a number
representative of the “best” route metric.

1iButton Technology URL: http://www.ibutton.com
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Figure 4: Initial Routing Algorithm

Neighboring units, either Modules or Hubs, who receive the WOT message take note of the
CCFV and calculate their own Cost Function Value (CFV) to determine if they can provide a
better route metric for the querying unit. If the neighboring unit’s CFV is less than the CCFV,
the neighboring unit responds within some finite random amount of time (random back-off) to the
querying module with an acknowledgment (ACK) message as in Figure 4(b).

For a querying unit and a potential route unit, the optimal route towards Home requires that:

e The potential route unit be a Hub. (All information transfer of a Module must be via a Hub.)

The potential route unit has the greatest number of available slots for data forwarding for a
querying unit.

The potential route unit is the closest of the competing route units to a Home.

The potential route unit has an optimized absolute distance between a querying unit and
itself, based on the range of the RF transceiver.

If the first criteria is not met, but the remaining three are, the querying unit can request that
the potential route unit switch states from Module to Hub as depicted in Figure 4(c).

Calculating measures for the CFV will require some form of empirical testing and analysis. A
possible weighted cost function CFV, currently being investigated, might take the following form:

CFV = Cixr+Cyxx+Cyxh+Cyx*s (1)

where r is the absolute distance between query and neighbor units, x is the distance of neighbor
unit to Home, A is the number of hops neighbor unit has to reach Home, s is the number of slots
neighbor unit has available (if it is a Hub), and C4, Cy, C5 and C, are weighted constants calibrated
for the topology of the network.

Using equation (1), we reduce bandwidth and transmission power consumption by only allowing
a potential route unit to acknowledge a WOT message if it calculated a lower CFV than the CCFV.
Initially, all units in receiving range will reply with their corresponding CFV since the CCFV
is preliminarily set to a Worst Case Maximum. Included with this ACK reply message are the
potential route unit’s GPS location/address, and raw values for h and s.

Using these raw values, the querying unit checks for corrupted transmitted packets by recalcu-
lating CFVs for each received ACK message. If the recalculated CFV of a particular ACK message
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does not match the value contained in the corresponding ACK message, the querying unit disregards
this ACK message assuming a packet has been corrupted.

Among all successfully received CFVs, the lowest CFV is selected and re-broadcasted in a new
WOT message. The process of WOT and ACK messages repeats for all potential route units
responding with lower CFV’s until the lowest CFV is obtained for a querying unit. Once the route
to a local Hub or Home is determined, a form of handshaking is performed between the querying
unit and the newly selected Hub. All further information transfer from this querying unit will
be performed through this Hub unless the network topology significantly changes requiring the
querying unit to re-negotiate a Hub-Module connection.

2.1.3 Discussion on the Proposed Protocol

Allowing all units the ability to route packets results in any unit in the network becoming a viable
link (Hub) to a Home. This idea has received scrutiny in the past, but unlike previous routing
methods such as distance vector or link state routing [8], our scheme does not require storage of large
routing tables. Since we assume the strong condition that all information transfer is unidirectional,
each Module only needs to know its corresponding Hub, eliminating the need for large routing
tables.

The WOT-ACK protocol with CFV described above allows for packet collisions to occur without
creating false connections by insuring a valid connection between a querying unit and a potential
route unit. Integrating the classic collision detection schemes with random back-off, typical in
ethernet and Aloha [2], will reduce the effect of collisions and, along with CFVs, reduce the number
of competing potential route units. Specific to the CFV is the nested “x-coordinate” direction (i.e.
variable z in (1)) signifying distances towards Home, eliminating many potential route units that
do not hold to the directed graph assumption.

3 Preliminary Analysis of Protocol

We now analyze our protocol generalizing the model in the previous section. In particular, we shall
assume that “worst-case” acknowledgments shall occur from among the competing units attempting
to acknowledge a querying unit.

Suppose there are initially NV units that may potentially respond to an N + 1 unit querying the
network and consider a discrete time slot model (i.e. time is partitioned into integer slots 1,2, ...).

Let Tgpson be the amount of time for the N+1 unit to acquire a valid GPS location measurement,
Tn1 be the total amount of time it takes to establish a link for the N + 1 unit given N units are
available, and T,,;,c be the amount of time it takes for the N + 1 unit to obtain the lowest cost
function value from the N possible units. Assume zero time required for final handshaking with
Hub and so we have

Tnyi = Tapson + Tminc - (2)

Let Tywor be the amount of time to send a “Who’s Out There” message including back-off time,
Tack ji be the amount of time for the i competing unit in the j* acknowledgment round, N be
the number of rounds of WOT messages (equal to the number of rounds potential route units will
respond).



Let p be the probability that a unit transmits an acknowledgment in a time slot, and so 1 —p is
the probability that a unit does not transmit an acknowledgment in a time slot. Thus, to successfully
transmit an acknowledgment in a time slot, we need p(1 —p)"~! where n is the number of potential
route units.

Let Nj be the number of competing units for the j* round. We assume the “worst-case”
algorithm where all units defined as competing units must acknowledge for each round j and that
the N; are i.i.d..

From the above definitions and (2), we have

N N N
Tni1 = Tapson+ Y Twor+ Y Y Tacki - (3)
j=1

=1 i=1

Assume Tgpson, is a random variable taking on discrete values from K, K; 4+ 1,..., Ky with
equal probability, Tyyor is a random variable with equiprobable distribution corresponding to time
slots 1,2,3,..., K, where K is the maximum number of backoff time slots before transmitting a
WOT, and N and all the Nj random variables taking on values 1,2,..., N with equal probability,
where NNV is the maximum number of potential route units when introducing the N + 1 unit, and all
random variables are independent.

Recognize that since at least one unit acknowledgment is successfully received by the querying
unit in each round, at most there are N rounds for N and so this distribution is reasonable.

Last, Tack,j, is a binomial random variable with distribution

fk)y={pQ—p)" " Hl—-p(L—p)" "} VEk=12...,

representing transmission success, where 7 is the number of competing transmissions in the £ time
slot.
3.1 Time Intervals of a Module

Theorem 1 (Average Time to Route) The average amount of time required for the N +1 unit

to obtain a route through one of the potential N available units to be

Ky + K " (N+1)(K+1)
2 4

+N+1 {(1—p)N+1—(N+1)(1—p)+N B (1—p)(N+1)}
2 Np*(1 —p)N-! 2p? '

Elyu] =

(4)

Proof of Theorem 1: See Appendix.
L]
Now suppose that we add additional units to the network after the N 4+ 1 unit has entered
the network. The N + 1 unit may be a potential route with the N + 2, N + 3, ..., N4 unit.
Let N, be the number of units that the N + 1 unit is used as a potential route (i.e the N +1
will acknowledge to the N, units). Assume the distribution of N, is uniformly distributed over

the discrete values 1,2, ..., Npaz — (N + 2) + 1. Similarly, we have Ny, and Nypaw as the random
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variables representing the number of units potentially responding to the additional units beyond the
N + 1 unit and the number of rounds the N 4 1 unit will acknowledge among the additional units,

N ~

where both respective random variables have uniform distribution (i.e. p(Npez = 1) = P(Npaz =

i)=5— Yi=1,2..., Npu)-

Corollary 2 (Average Acknowledgement Time on N + 2, ... N,..) The average time spent
by the N + 1 unit potentially acknowledging the additional N + 2, ..., Nyar units is

(1 _p)Nm,wa - (Nmacc - N)(l _p) + Nmax - N -1 _ (1 _p)(Nmaz - N)
(Nmaz — N = 1)p*(1 — p)Nmez=N=2 2p '

E[Tothers]

Proof of Corollary 2: See Appendix.
]
Let Tproc be a random variable for the total amount of time to transmit (and acknowledge)
sensor information forwarded. Equivalent to the percentage of time when processing in normal
operating mode, Let Ngr be the number of compteing units for a given time slot, such that N,
is the maximum number of units and Ngp is a random variable taking on values 1,2, ..., N4

Corollary 3 (Average Data Processing Time) If the above holds, then the average data pro-

cessing time s

E [TPTOC]

2. (1 — p)Nm”+1 B (Nmaw + 1)(1 —p) + Nmam _ (1 - p)(Nmam + 1)
Nma$p4(1 - p)Nmam_l 2p2 ’

Proof of Corollary 3: See Appendix.

3.2 Life Expectancy of a Module

Now consider calculating the average life expectancy of a unit. Specifically, we shall consider the
N + 1 unit entering a network such that at most V,,4, units will be in the network. We would like
to calculate the average battery life of the N + 1 unit considering all charge utilized in the initial
routing, periodic sensing, and potential routing of additional units.

Let 7" be the total lifetime of a unit, 7y, be the time required to obtain a route, Tytherroute D€
the total time for any additional unit routing acknowledgments, and 7,4, be the amount of time
in normal operating mode (i.e. standard collection of temperature data).

Thus the average life expectancy of the N + 1 unit is

E[T] = E[Ty 1] + ElTotherroute] + E[Tnorm] - (5)

In order to calculate the third quantity on the right hand side of (5), we require removing the non-
periodic charge of the initial start up of the N +1 unit. Specifically, since a battery is characterized
in terms of charge (e.g. mA-hrs), we partition the events over time into non-periodic events and
periodic events.



Consider a discrete time slot model. Let current dissipation of an element be i4[j] for time slot
j, and so the total amount of charge dissipated between time slots 1 to & is

k

Q[lak] = sz[l] :

=1

The non-periodic events shall involve the initial location of the GPS and the routing. We assume
that these events occur only once in the life time of the unit.

Let Qe be the total amount of charge in the battery.

Let Qgpsup be the total amount of charge needed for initial power up, Qroute be the total amount
of charge for all RF routing transmissions and receptions (including initial routing of the N + 1
unit, and additional routing acknowledgments for N + 2 to Ny,,, units), as well as Q,pyp be the
amount of charge used by the microprocessor during the so-called power up sequence.

Let Qnorm be the total amount of charge allowed for periodic events, and so we have

Qnorm = Qbatt - Qgpsup - Qroute - QuPup )
and consequently, we have

E[Qbatt - Qgpsup - Qroute - QuPup]
E [inorm]
Qbatt - E[Qgpsup] - E[Q'route] - E[Q,uPup]

= Elinorm] ’ (6)

where 7,0, is the amount of current utilized in the periodic “normal” operating event of the unit.
From (5) and (6), we have

E [Tnorm] =

Qbatt - E[Qgpsup] - E[Qroute] - E[Q,uPup]
E [inorm] .
Let Tyense be a fixed constant number of slots of a single sensing period and 7, is the number

of time slots in a transmit and acknowledgment scheme such that no collisions occurred.
Let

E[T] = E[TN—H] + E[Totherroute] + (7)

K2+K1+(N+1)(K+1)

Ta'ugroute = 9 4
N+1fQ —pV-(N+ D)1 -p)+N (1-pN+1)
2 Np*(1 —p)N-1 2p? '
Let
T, _a — )" =™ — (Njag = N)(1 = p) + Nypag — N — 1 _ (1 = p)(Nmaz — N)
avgothers — (Nmaz _ N _ 1)p4(1 — p)Nmam—N—Q 2p2 .

We shall define a constant T,,rma, in terms of battery charge, number of network units, and the
various component current consumptions. Specifically, let

Qbart — @1 — Q> — Qs

]

Tnormal )



where

s (Ko + Ki)igpson
1 — )
2
Q — (N + 1)iRthc + (N + 1)2iRFrw + Nmaw - N (Nma;c + 1)2(iRFtac + iRF'r:c)
? 2 4 2 4 ’
Q3 = (Tavgroute + Tavgothers)ip,Pon )

o . Top — &
G Zoff+m70ffE[Tpm],

Tsense

Z'on = iuPon + M + isensON )

ioff = iuPoff + iRFoff + iGPSoff + lsensOF F )
1rFtz 1 the current used by the RF component when transmitting, iz, is the current used by the
RF component when receiving, ¢,po, is the current used by the microprocessor when computing
and operating, i,p,ss is the current used by the microprocessor when the unit is in sleep mode,
iGPson 18 the current used by the GPS unit on initial acquisition, ¢gps,fs is the current used by the
GPS when not acquiring location, 7s,son is the current used by the sensor when acquiring data,
and Zgens0rF 1S the current used by the sensor when not acquiring data.

Theorem 4 (Average Life Expectancy of a Unit) If Tiense > Tproc, then the life expectancy of
the N + 1 unit given that a total Ny,q, units will enter the network is Tyygroute + Tavgothers + Tnormal
time slots.

Before proving the above theorem, we state the following useful corollary.

Corollary 5 If Tsense 2 Tproc; then E[Tnorm] = Tnormal-

Proof of Corollary 5: See Appendix.
]
Proof of Theorem 4:
Utilizing (7) and invoking Theorem 1, Corollary 2, and Corollary 5, we get the first, second,
and third quantities on the right hand side in Theorem 4, respectively.

O

4 Status and Future Work

The project involves a level of testing off-the-shelf equipment. Currently, four prototype modules
have been placed together with some level of self-routing connectivity tested. Integration of the
GPS location addressing and iButton data collection are in the works.

Clearly, we must continue developing, testing, and implementing our routing algorithm. Refine-
ment and confirmation of accuracy of our preliminary analysis will progress as our algorithms are
developed. Based on our “strong” assumptions and inexpensive off-the-shelf equipment we shall
continue to study the effects of large scale distributed networks.



Appendix

Proof of Theorem 1:
From (3), we have

N N N;
E[Tnn] = ElTarson) + EDY_ Tworl + B[ Y Tack - (8)
j=1 j=1 i=1
Since Tgpson is a random variable taking on discrete values from Ki, Ky + 1,..., Ky with equal

probability, for the first quantity on the right hand side of (8), we have the trivial result

Ky + K,

E[TGPSon] = 9 . (9)

For the second part on the right hand side of (8), we have

E[ZTWOT] = E[E)Y> TworlN]|, (10)

=1

and since

N n
E[Z TWOT|N = n] = E[Z TWOT]
j=1 j=1
= nE[TWOT]
K+1

92 )

= n
using (10), we have

N
K41
E)> Twor] = E[N72 ]
j=1

_ v+ 1)4(K+ oy )

For the third quantity on the right hand side of (8), we have

E)Y ZJTA(;K,j,i] = E[E[ZZJTACK,J-,Z-U\? and NJ| . (12)

j=1 i=1 j=1 i=1

Examining the inner expectation of (12) , we have

N N ny N2
E[ZZTACK,]',Z' N =n,and N = ni] = E[ZZTACKaj:i]

j=1 =1 j=1 =1
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= Z ) [Z Tack,jil
N

= nlE[Z Tack.,jil
i=1
oo no—1 . .
= m Yy Y k{p(l—p)H1-p1-p)}!
k=1 i=0
no—1 ;
p(1—p)’
=n —
' 220: (p(1 —p))?
no—1
1
= n .
' z:; p(1 - p)’
1 1= ()™
= ni—- i
b 1- p
1 (1-p)— ()"
= nl_
p —-p
_ 1 1—(1—=p)m™
- R A
Using the above result and (12), we have
N N -
- o 1= =p)"
E| Tackji = EN - ————]
]Z_;; ! p*(1 —p)Nit
_ N;
_ E[N]- B> (1=p)
p(1 )%
_ N+1 [1—(1—p)N]
- Tpa
_ N+lg~1 . 1-(-p)
2 &N p(1-pi!
N N
N+1 1 1
_ : _ 1—
9 Np? {i_zll(l — p)i1 Z_le( p)}
_ N+1 1 {1 ~(N+ D) N a-pV l)N}
2 Np? [1-(5)P 2
O N+1fQ-p"'—(N+1)(1-p)+N (Q1-p(N+1) (13)
2 Np*(L—p)N— 2p? '
By combining (9), (11), and (13), we get (4) and we are done.
l
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Sketch Proof of Corollary 2:
Recall that N, takes on values 1,2, ..., Nyo — N — 1 with equal probability. Recognize that

E[Tothers] = E[E[Tothers‘Npt]] ;

and since
E[Tothers‘Npt:n] - ZZ J 1}{1_ ( p)jil}kil
: k=1
_ Z": 1
2 1= pr
_ 1-(0-p)"
p2(1 _ p)n—l ’

and utilizing the techniques found in the proof of Theorem 1, we have

1—(1—p)he

E[Tothe'rs] = E[W

]
(Nmaz - N — ]-) i p2(1 - p)iil

=1
(1 _p)Nmasz - (Nmaac - N)(l _p) + Nmaac - N -1 . (1 _p)(Nmaz - N)
(Nmaac - N — 1)p4(1 _ p)Nmam—N—Q 2p2 .

]
Sketch Proof of Corollary 3:
Since there is an acknowledgment for every transmission, we simple multiple the average time
to transmit by a factor of 2. Thus, we have

E[TWOC] = E[E[TWOC‘NRF]]

Since
E[Tproc|NRF = ’I’L] = 2 sz{p(l - p)j_l}{l - p(l _p)j_l}k_l
=1 k=1
" 1
;;Ml—mfl
= 2. 1-(1-p"
p2(1 _ p)n—l )

and utilizing the techniques found in the proof of Theorem 1, we have

(1= p)"

mma=2m( ]
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- 9. { (1 _p)NWm—H - (Nmax + 1)(1 _p) + Nmaz _ (1 _p)(Nmam + 1)} .

Nmaccp4(1 - p)Nm‘w_l 2p2
L]
Proof of Corollary 5:
Recognize that the second part of (6) is
E[Qgpsup] = E[TGPSoniGPSon]
= E[Tgpsonlicpson
Ko+ K1)igpson
_ (Ky+ K1)igps . (14)

2

Now we examine the third part of (6). Since a route involves a WOT RF transmissions for the N +1
unit and the number of ACK transmissions for any additional unit and since the N + 1 unit may
be a potential route with the N +2, N +3, ..., Ny unit with probability distribution m,
we have

E[Qroute] - E[NZRFt:c] + E[NNZRFTw] + E[NptNmaszaw (iRFtw + iRFrw)]

N + 1)igriy VAT Voaz Ninas (i '
— ﬂ + +E[NNZRFTI] + E[NptNmaszaI(zRth + ZRF”)]

2
N+ 1) T N+ 1 27: TT N7 \7 . .
= ( 2) i + ( 4? RE + E[NptNmaacNmax ('LRth + ILRF'I‘.’I))]
_ (N + 1)iRFtw (N + 1)2iRch Nmam - N (Nmax + 1)2(iRth + iRF’rm)
- s + ; + =5 1 . (15)

Now we examine the fourth part of (6). Since the processor is operating throughout all the initial
route time and the other additional units added to the network after N + 1 assuming the N + 1
unit will respond to some number of these additional units, using Theorem 1 and Corollary 2, we
have

E[QuPon] = E[(TN—H + Totherroute)iuPon]
= (T(wgroute + Tavgothers)iuPon . (16)

We now evaluate Efinorm] in (6). Recognize that since Tproe < Tsense, then
E[Tproc] < Tsense - (17)
Recall the definitions for 4., and %,s7, such that

LRFrz T LRFtz

2 + isensON 3

ton = tuPon +

7:Off = 7:ILPUff + iRFoff + iGPSoff + isensOFF :

Since normal operations occur only once per period Ty.,s, we separate current and operating
intervals, use (17) and the definition for ¢,, and i,;;. We have

E[inorm] = E[Tprocion + Tnot—operatingioff]
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ETproclion + E[Tnot—operatingliof 1
Tsense

E[Tproc]ion + E[Tsense B TPTOC]iOff
TSCTLSE

. b — i
— z,,ff+7"’if I BT roe]
Sense

and we are done.
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